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Evaluating the Performances of Statistical and Neural 
Network Based Control Charts 

Kok Ban Teoha and Hong Choon Ongb 
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Abstract. Control chart is used widely in many fields and traditional control chart is no longer adequate in detecting a 
sudden change in a particular process. So, run rules which are built in into Shewhart X control chart while Exponential 
Weighted Moving Average control chart (EWMA), Cumulative Sum control chart (CUSUM) and neural network based 
control chart are introduced to overcome the limitation regarding to the sensitivity of traditional control chart. In this 
study, the average run length (ARL) and median run length (MRL) in the shifts in the process mean of control charts 
mentioned will be computed. We will show that interpretations based only on the ARL can be misleading. Thus, MRL is 
also used to evaluate the performances of the control charts. From this study, neural network based control chart is found 
to possess a better performance than run rules of Shewhart X control chart, EWMA and CUSUM control chart. 

Keywords: Control Chart, Average Run Length, Median Run Length. 
PACS: 89.75.kd  

1.0 INTRODUCTION 

1.1 Statistical Control Charts 

Traditional Shewhart control chart is less sensitive in detecting small shifts in the process mean because it only 
takes into account the information about the process contained in the last sample observation and ignore the 
information given by the entire sequence of points [1]. To remedy the limitation, runs rules are included into 
Shewhart X control chart.  The sensitivity of Shewhart X control chart in detecting small process shifts has been 
increased and assignable causes can be detected more quickly [2]. In conjunction with that, five run rules schemes 
are used in this study. They are schemes of two-of-two, two-of-three, two-of-four, three-of-three, and three-of-four. 
These runs rules incorporated in Shewhart X control chart are used to compare with the performance of neural 
network based control chart. In addition, exponentially weighted moving average (EWMA) control chart and 
cumulative sum (CUSUM) control chart are included in our study as well. Therefore, the comparison among a wide 
range of different control charts can be done. 

1.2 Neural Network Based Control Charts 

An artificial neural network (ANN) is a type of Artificial Intelligence (AI) that composes a number of 
interconnected units which consist of input/output (I/O) characteristic available in each unit and implements a local 
function [3]. ANN is flexible, adaptive and can better handle noise and changes in the patterns [4]. ANN has the 
ability to process information from the response of the neurons and connections to the external output. Neural 
network model can actually be trained with a set of identified responses so that it could “think in the correct way”. 
Along with the training, every synaptic weight is adjusted until the output could be almost matched with the 
identified output. Today, ANN is widely used in the statistical field including statistical control charts. ANN such as 
multi-layered perceptron (MLP) neural networks are often used as estimation tools in place of the classical statistical 
methods [5]. ANN using an error backpropagation learning rule is an attempt to emulate the extremely parallel and 
distributed processing of the brain while being examined for use in statistical process control (SPC) [6]. Also, neural 
network is able to learn the relationships through the data themselves without assuming probability distributions. As 
more data become available, the performance of neural networks can be improved through training. The design of 
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the neural network is straightforward and uncomplicated. Consequently, neural network is effective in diagnosing 
the abnormal patterns in the control charts if compared with other statistical based control charts [7]. 

1.3 Objectives of the Study 

Since the use of ARL as a sole measure of the performance of a control chart has been widely criticized, thus the 
use of percentage points of the run length distribution has been recommended [8, 9]. However, the 50th percentile is 
more widely used because other percentages are usually considered for finding the false alarm rates in situation 
where the process is in-control. The objective of this study is to compare the ARL and MRL (run length for the 50th 
percentile) for the types of control charts mentioned for both in-control data and out-of-control data with various 
shifts in the process mean. Thus, the efficiency of the control chart is evaluated through its response as the shifts in 
the process mean increases. 

 

2.0 METHODOLOGY 

A simulation study is conducted. The required data in this study is generated by using Statistical Analysis 
System (SAS) version 9.1. The standard normal distribution N (0, 1), X is generated by using the RANNOR function 
in SAS as shown below: 

 
X = mu+sigma*rannor (33333)                                                                (1) 
 

where mu = 0, sigma = 1. The same method is used to simulate an out-of-control process with a permanent shift in 
the process mean while the data is generated from a random normal variable N (δ, 1) where δ is the process mean 
shifts. Also, the same sets of data are used to perform the training and testing in the neural network model. 

Programs were written in SAS to calculate the ARL and the MRL schemes for the types of statistical control 
charts mentioned which are the run rules schemes of two-of-two, two-of-three, two-of-four, three-of-three, three-of-
four, and optimal values of 0.5 and 1.0 respectively for EWMA and CUSUM control charts. The shifted distances 
from the process mean considered are λ(μ) = 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0. The program for neural 
network based control chart is written so that the ARL and MRL can also be calculated. The same shifted distances 
of λ(μ) as the statistical control charts are also used. All the estimated values of ARL and MRL are based on 5000 
independent simulations run.   

2.1 Runs Rules Schemes 

For runs rules schemes construction, there are 5 recommended steps to be used as follows [2]: 
 
Step 1  : Desired scheme based on magnitude of shift that is important for quick detection is chosen. 
Step 2  : ARL value for in-control state when process shift at zero is decided. 
Step 3  :  Based on Steps 1 and 2, value of pU (probability of a single point falling in the upper region) or pL 

(probability of a single point falling in the lower region) is determined from the corresponding plot 
provided in Khoo’s paper [2]. 

Step 4  : Sensitivity analysis is performed and the value of pU (or pL) whose in-control ARL best matches the 
desired ARL0 (in-control ARL) is chosen. 

Step 5  : Control limit of runs rules scheme can be determined by using the standard Normal table or simple 
calculation using programming language based on the value of pU (or pL) from Step 4. 

2.2 Two Hidden Layered Multi-Layered Perceptron (MLP) Architecture 

MLP is a feed forward neural network. Also, it is a supervised-learning network and its output value is 
continuous [10]. MLP contains an input layer, one or more than one hidden layer and an output layer. The first layer 
of MLP is the input layer which receives input from the environment. The middle is the hidden layer that responds 
to particular features that may appear in the input pattern [11]. An internal representation is provided by the hidden 
layer(s) so that the network is able to learn any related mapping. Output layer is the last layer of MLP which 
contains neurons that communicate the output of the system to the user or external environment. MLP is usually 
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used for detecting, forecasting and classifying and is one of the most common networks [12]. In this study, a four-
layered neural network model with 15 x 8 x 8 x 1 is adopted. The MLP network used is shown in Figure 1. The 
nodes in each layer are neurons while the lines connected within the neurons have synaptic weights. 
 
 
 
 

 

 

 

 

 

 
 

FIGURE 1. MLP with 15 x 8 x 8 x 1 structure 
 

3.0 RESULTS AND DISCUSSION 

It is noted that the in-control ARL for statistical and neural network based control chart when λ(μ) = 0.0 are 
fixed approximately at 370. Tables 1 and 2 give the ARL and MRL respectively for Shewhart X control chart, five 
run rules schemes of two-of-two, two-of-three, two-of-four, three-of-three, and three-of-four, EWMA control chart 
with optimal shift of 0.5 and 1.0, CUSUM control chart for the optimal shift of 0.5 and 1.0 and neural network based 
control chart. Plots of MRL and ARL for all the control charts as mentioned for various shifts in the process mean, 
λ(μ) are given from Figure 2 to Figure 5. 
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FIGURE 2. Plot of MRL for exponentially weighted moving average (EWMA) control chart with optimal shift of 0.5 and 1.0, 
cumulative sum (CUSUM) control chart for the optimal shift of 0.5 and 1.0 and neural network based control chart for various 

magnitude of shifts in λ(μ) 
 

 
FIGURE 3. Plot of MRL for Shewhart X control chart and run rules schemes of two-of-two, two-of-three, two-of-four, three-of-

three, three-of-four and neural network based control chart for various magnitude of shifts in λ(μ) 
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FIGURE 4. Plot of ARL for exponentially weighted moving average (EWMA) control chart with optimal shift of 0.5 and 1.0, 
cumulative sum (CUSUM) control chart for the optimal shift of 0.5 and 1.0 and neural network based control chart for various 

magnitude of shifts in λ(μ) 
 

 
FIGURE 5. Plot of ARL for Shewhart X control chart and run rules schemes of two-of-two, two-of-three, two-of-four, three-of-

three, three-of-four and neural network based control chart for various magnitude of shifts in λ(μ) 
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From Tables 1 and 2, it is observed that the in-control MRL for all statistical and neural network based control 
charts are less than their respective in-control ARL. For example, in the Shewhart X control chart, the in-control 
MRL demonstrates that the run lengths are less than or equal to 263 though the in-control ARL is approximately 
370. Therefore, this verifies that the run length distributions are skewed. So, interpretations and conclusion based on 
ARL alone can be misleading. 

Interpretation based on the ARL is further complicated by the fact that the form of the run length distribution 
changes with the magnitude of the shift in distance, λ(μ) [13]. For example, when the shift in distance, λ(μ) is 2.0,  
the ARL for Shewhart X control chart is 6.3414 whereas half of the run lengths as in the MRL is 5. However, the 
skewness of the run length distribution decreases as the value of λ(μ) increases. Therefore, interpretations based on 
the ARL can be confusing since the run length distribution changes with the magnitude of the shift in the process 
mean, λ(μ). 

On the other hand, the MRL would not have the same problem of interpretation. For example, an in-control 
MRL of 260 would mean that half of all the run lengths are less than 260. Similarly, an-out-of-control MRL of 20 
would mean that half of all the run lengths are less than 20. As a result, the MRL is a more reliable quantity for 
evaluating performance of all the statistical control charts due to the skewness of their in-control run length 
distributions changes with the magnitude of the shift in λ(μ). Palm [14] has pointed out that the MRL may be more 
useful than the ARL because run length distributions are highly skewed. Thus, a wide range of comparison for all 
different types of control charts will be evaluated based on their MRLs so as to obtain the more accurate 
interpretations. 

According to Table 2, it is clearly observed that the neural network based control chart is generally superior in 
detecting small and large process mean shifts if compared to standard Shewhart control chart, runs rules schemes, 
EWMA and also CUSUM control chart. This is because neural network based control chart is more sensitive to 
shifts in process mean. When the shift in process mean is zero which means the process is in-control, it is seen that 
all different kinds of control charts show a MRL of around 260. However, as the process mean is shifted by 0.5, 
there are only 13 samples needed by the neural network based control chart for detecting an out-of-control MRL. 
Moreover, it is relatively higher values of 57, 23 and 24 samples for three-of-four runs rule scheme, EWMA and 
CUSUM control chart at optimal value of 0.5 respectively. Indeed, these 3 charts are popular in detecting small 
shifts [1].   

Surprisingly, it can be noticed that the neural network based control chart shows a comparable performance with 
EWMA and CUSUM control charts for shifts of the process mean at 1.0 and 1.5. This is further supported by the 
plots in Figure 2 that relatively same number of samples are needed by these 3 charts to detect an out-of-control 
MRL. It is shown that the neural network based control chart possesses an outstanding performance when compared 
to statistical control charts at the shift in the process mean of 2.0. Furthermore, neural network based control chart is 
observed to perform better than all other control charts when the process means shift from 2.5 to 4.0, and 
comparable to standard Shewhart control chart as shown in Table 2. 

Though standard Shewhart control chart is well known for large shift detection of a process, but apparently the 
neural network based control chart is comparable as shown in the out-of-control MRL if compared to standard 
Shewhart control chart. It is shown by Figure 3 that the plot of standard Shewhart control chart is approximately the 
same as neural network based control chart when the shifts of process mean is large from 2.5 to 4.0. As a result, it 
can be said that the neural network based control chart is equally good as standard Shewhart control chart in 
detecting large shifts in the process mean. 

Moreover, the plots shown in Figures 4 and 5 are relatively the same as the plots in Figures 2 and 3 respectively. 
However, comparisons among all the control charts are measured mainly on Figures 2 and 3 since interpretations 
based on MRL is more reliable than ARL. 

In summary, it is concluded that the neural network approach is more appropriate to be applied in the control 
charts in order to ensure the quality of a process. 

 

4.0 CONCLUSION 

Quality control engineers should possess a good knowledge of different types of control chart. Therefore, it is 
demonstrated in the earlier discussion the importance of computing MRL of statistical and neural network based 
control charts as they provide information to evaluate the performances of different types of control charts. In this 
study, it is found that neural network based control chart is suitable to be used as a control chart since the quality of 
a process can be assured. 
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