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ABSTRACT: Today’s age is the age of data, where a huge amount of data is being generated world-wide. This 

huge volume of data, called ‘big data’, has no meaning until the proper information is extracted from it. A small 

size data, with limited number of dimensions can be analyzed using simple computer programs like MS-excel 

sheets, but a huge, complex and multidimensional data (big data) cannot be analyzed using simple 

computational methods. Hence, machine learning approaches of data mining is required, which includes process 

of feature selection, classification and clustering. All these steps are complex in themselves and require special 

algorithms for each. A survey of theoretical insights of different methods used for feature selections (FS), 

clustering and classification is presented in this review. Application of machine learning in marketing, library, 

climate, crime and biological sciences, etc. is also briefly mentioned in this review. I was also observed that that 

there is no any perfect method that can analyze different type of big datasets with equal efficiency and accuracy. 

Moreover, hybrid algorithms (hybrid filter, hybrid wrapper, hybrid Evolutionary based algorithms) and modified 

algorithms are preferred for big data mining due to their better performance over ensemble approach or single 

algorithms. Use of more than one methods or modified or hybrid methods for better prediction accuracy is a 

good choice. Despite of many combinations and trial still there is no single algorithms that can be universally 

applied for big data arising in different fields, hence newer algorithms or better amalgamations of different 

algorithms are still required, for analysis of big data. Absence of any perfect algorithms and continuous 

generation of data has a great scope for computational scientist and programmers. 

 

KEY WORDS: Big data, Clustering, Feature selection, Classification, SVM, Decision tree, Naïve Bayes, 

Genetic Algorithms 

I. INTRODUCTION 

Present age is the age of ‘big data’ [1] where a huge volume of data is already available and the same is being 

generated every day. In order to retrieve meaningful information the data must be processed or mined 

systematically with clearly defined goals[2]. The processed information leads to knowledge building, that’s why 

some time data mining methods are called ‘Knowledge mining’ or ‘knowledge discovery [3]. A large volume of 

data is being generated every day in every field and extraction of meaningful information out of it is a 

fundamental need. Market analysis [4], psychology analysis of consumers and students, medical [5] and 

pharmacological data analysis [6], biological data analysis[7], climate change, accidents and crime analysis [8] 

are the various fields where data mining is highly demanded. Data mining is umbrella term and can be used in 

different context according to demand. Extracting information from unorganized data, (news articles, share 

market, demand and supply data from market, research papers and survey etc.) is also a type of data mining 

called text mining [9].Likewise mining of organized data in form of databases (biological databases, chemical 

database, crime database, library databases, etc.) is also known as data mining [10]. There are different 

variations of data [11] such as simple/complex, organized/unorganized small/large, numerical/categorical, 

binary/multiple and one-dimensional/multi-dimensional, etc. Microarray datasets, chemical databases, library 

databases are the perfect example of organized, large, discrete, numerical, nominal, multidimensional data, 

organized into binary or multiple classes [12]. Traditional methods of data mining (dealing with single 

information at a time) can deal simple, organized and small sized data, but are not amenable for large, complex, 
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multidimensional data; hence advance computational methods of data mining are required to divulge knowledge 

from such type of data.  

II.DATA MINING AND MACHINE LEARNING 

Data mining doesn’t mean digging or mining of data, but the extraction of hidden information (pattern, 

interactions, correlations, groups, features, outliers, etc.) from it. Along with experimental part for data 

collection, mining of data is also inevitable in all types of research.  Data mining technologies save the time and 

reduce the chances of manual error, because big-data cannot be handled efficiently and accurately by mere 

human mind. Analysis of big-data using computers required a good amalgamation of database management and 

retrieval systems, statistics and programming language. All these are essential components of big-data mining. 

There are three fundamental steps of big-data mining; data pre-processing, machine learning (ML) and artificial 

intelligence (AI) [13]. In data pre-processing, missing values are imputed and non-significant dimensions of 

data are eliminated. Machine leaning is the heart of data mining where various statistical procedure and applied 

on big-data sets to find hidden facts in it.  Based upon results given by ML, artificial intelligence infers some 

conclusions about data. This conclusion is further to be tested using real human intelligence. Amongst three 

steps of big-data mining, the ML approaches are discussed briefly in this article, which includes three processes; 

feature selection, classification and clustering. 

III.FEATURE SELECTION 

A complex, multidimensional data usually have four types of features; (i) high weighted features (most relevant 

and non-redundant) (ii) medium weight features (weakly relevant but non-redundant features) (iii) less-weighted 

features (weakly relevant and redundant features), and (iv) zero-weighted features (completely irrelevant or 

noise), [14]. Feature selection (FS), also known as variable or attribute selection, is process of eliminating less-

weighted and irrelevant features and picking most relevant features of the data. This improves the prediction 

accuracy, validity of extracted information and reduces computational cost, processing time. There would be 2
n
-

1 attributes in a data with ‘n’ number of dimensions and analysis of such data could be computationally 

infeasible task if ‘n’ is too high. FS is used to reduce data dimensions and eliminate ‘curse of dimensionality’ of 

big data by selecting significant features [14]. Literature survey confirms that ‘classifications’ performed with 

FS outperforms the ‘classification’ done without FS, in term of accuracy and speed [15]. Algorithms used for FS 

(FSAs) are can be supervised (labels are provided to each data), semi-supervised (labels are provided to part of 

data) and unsupervised (labels are not provided to any part of data). On the basis of methods applied for feature 

searching, FSAs can be grouped into four types: Filter, Wrapper, Embedded methods and Hybrid methods [16], 

which are described here. 

A. Filter method 

Filter methods evaluates the features on four criteria namely information theory, dependency, consistency and 

distance. Filter methods select most discriminative features amongst all, using inherent characteristics of data 

without applying any algorithms. Filters calculate the degree of correlation between selected feature and output 

class label. These degree of correlation (correlation scores) are used for ranking of features and the high ranking 

features are selected. Filter methods are faster and less computer intensive. Different types of filters are; 

statistics based features [Chi-square (Witten and Frank 2002), t-test, F-statistics, ANOVA, Principle component 

analysis (PCA), [17], Euclidean distance (ED) [18], Bhattacharya Distance [19] , Cosine similarity [18] and 

correlation based feature selection (CBFS) [20] ], mutual information based [Information gain (IG) [21], Gain 

ratio (GR) (Witten and Frank 2002) [20], Symmetrical uncertainty (SU) [22], entropy and pure continuity] and 

others like Minimum redundancy maximum relevance (mRMR)[23], Inconsisten cy criterion (IC) [24], Relief 

(ReliefF, ReliefC etc.) [25] Filter can be univariate (evaluate only one feature at a time) or multivariate (evaluate 

subset of features at a time). χ2 statistics, t-test, F-statistic, ED, IG, GR , LS and ED are the example of 

univariate filters. An example of univariate filters based FSAs are ReliefC and RelifF, which are used for 

clustering. Spectral feature selection (SPEC) [26] is the example of univariate filters based FSA used in both, 

classification and clustering. In multivariate filters based FSAs, CBFS, mRmR, IC, Fast correlation-based 

feature selection (FCBF) [27], Markov blanket filter (MBF) [28]) are used for classification. While Feature 

selection for sparse clustering (FSSC), Localized Feature Selection Based on Scatter Separability (LFSBSS), 

Multi-Cluster Feature Selection (MCFS) [29] and feature weighting k-means [30] are example of multivariate 

filter based FSAs used for clustering. 

B. Wrapper method 

In wrapper methods [31], instead of individual features, subsets of most relevant features are selected and 

evaluated one by one, using classification accuracy as fitness function. These are close-loop methods [32] and 
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used in both, clustering and classification algorithms. Forward selection, backward selection and recursive 

feature elimination are the approaches used in wrapper methods. Due to repetitive evaluation, Wrapper methods 

are much slower and computer intensive than filter methods. Wrappers can be deterministic or randomized. 

Sequential forward selection (SFS), Sequential backward elimination (SBE)  Plus-L Minus-R selection (LRS) 

[33], Smart Beam search (SBS) [33] algorithms are used with deterministic wrapper, while Simulated annealing 

(SA), Randomized hill climbing, Genetic algorithms (GA), Estimation of distribution (ED) are used with 

randomized wrapper based FSAs. 

C. Embedded method 

Embedded methods [31], incorporates FS as an integral part of clustering or clustering algorithms and FS is 

performed during their execution. As name indicates, these methods are embedded in the algorithm either as its 

normal or extended functionality, and use a unique ‘sparsity regularization algorithms’[34] such as LASSO [35], 

Ridge Regression, Elastic Net (RREN), which makes the weight of some features zero. Decision tree (DT), 

Random forest (RF), Artificial neural network (ANN), Naïve Bayes (NB) and Support vector machine (SVM) 

are some classification algorithms, with which embedded methods of FS are used. 

D. Hybrid method 

Hybrid methods are either a combination of more than one FS methods [36],  or a modified version of already 

existing FSAs. Unlike ensemble methods, hybrid methods use different FS methods sequentially on entire 

dataset. Hybrid methods combine high efficiency of filter methods, high accuracy of wrapper methods and 

reduce computational complexities. Hybrid methods first use filter methods to reduce the dimensions of the data 

and then wrapper find the best candidate subset. Common hybrid methods are fuzzy random forest based FS 

[37], hybrid genetic algorithms e.g. SRPSO [38], hybrid ant colony optimization (WFACOFS) 201[39], or 

mixed gravitational search algorithm [40]. MGRFE [41], TLBOSA [42] and TLBGOSA [43] are examples of 

hybrid wrapper algorithms, while Multiple Multiclass Artificial Bee Colony’ (MMABC) algorithm [44], 

MOCEPO [45] are few example of modified algorithms. 

After the relevant features are identified using FSAs, next step of data mining is clustering or classification. 

These are the fundamental tasks of data mining, involving unsupervised learning  and supervised learning, 

respectively [46]. Different approaches and algorithms for clustering and classifications are mentioned here. 

Due to space constraint, only their introductions and important features are given, without digging into technical 

details. Although different approaches and algorithms are listed under clustering and classification subsections, 

but these approaches and algorithms are not limited to those subsections only. There are various examples in 

which different approaches have been used for both clustering and classification, both. 

 

IV.CLUSTERING: 

Cluster is a collection of similar features in a single subset, which can be treated as a implicit class. Aim of 

clustering is to make meaningful and coherent subsets of similar features out of given datasets. In clustering 

process similar features are kept in same group while dissimilar features are always kept in other group [47]. 

Clustering can be top-down in which entire dataset is considered as single cluster on the base of any common 

feature, further clusters are made from it by separating a smaller clustering having lesser similarity. Bottom-up 

approach of clustering consider each feature as one cluster-point and size of clusters are increased by 

incorporation additional similar features to different cluster points. Clustering can be hard (non-overlapping), 

based on actual values or while in fuzzy (overlapping), based on probability [48]. Clustering is also known as 

data (descriptor) segmentation or unsupervised automatic classification, because it partitions large datasets into 

smaller groups according to their similarity.  Clustering can also be used for outlier detection. Clustering results 

are validated by Elbow plots and Silhouette coefficient, details of which can be studied in [49].  

Clustering methods can be categorized broadly into partitioning methods, density based, model based and search 

based methods etc., discussed in following section [50].  

 

A. Partitioning Methods: 

Partitioning methods use distance-based matrices for clustering and partition the features into subsets [47]. This 

matrices work on the similarity of any unsupervised evaluation criteria of features. This method produces non-

overlapping spherical shaped clusters after one level partitioning. Partitioning methods are subdivided into three 

types: relocation based, grid based, subspace clustering.  

Relocation Based Partitioning Algorithms:  
These algorithms works on relocalization of clusters around a randomly selected feature. These methods use 

distance based metrices. Relocalization of clusters can be done either (i) around centre of gravity (k-mean or k-

centroid) of a subset of features, including outliers, or (ii) around the descriptor located near the centre (k-

medoid) of a subset of features, excluding outliers [51]. Process is iterated till the perfect round or near round 
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clusters are obtained. k-means algorithm is one of the oldest, standard, popular and simplest clustering 

algorithms [52]. The Linde-Buzo-Gray (LBG) algorithm works on same k-means, which was suggested for 

signal compression using vector quantization (VQ) (Nag 2019). Although k- Means clustering is still one of the 

most popular clustering algorithms yet it suffers from few limitations such as absence of any universal method 

for partitioning or clustering of firsts set of clusters and high sensitivity to outliers and noise. It also includes 

even quite far away located descriptor in cluster and thus distorts the shape of cluster. Due to its limitation, k-

mean algorithm has been subjected to many modified versions which are ISODATA, Forgy, bisecting k-means, 

x-means and kernel k-means. Partitioning method based clustering algorithms that work on k-medoids method 

are PAM (Partitioning around medoid) [53], CLARA (Clustering for large applications) [4] and CLARANS 

[54]. Fuzzy c-means (FCM) is the clustering method which make overlapping clusters [55].  

Grid Based Partitioning:  

In these algorithms given data is divided into number of equal size grids (quantizes space). All the processes of 

clustering are performed in these grids. Grid based methods are faster because instead of processing large 

number of features, they process a finite number of features in a grid, hence computational complexity is 

reduced. STING is an example of grid-based clustering [56].  

Subspace-Clustering Based Partitioning:  
These methods are suitable for high dimensional data. In these methods subspaces are extracted from high 

dimensional data, automatically, and then clustering is performed in those subspaces. This allows better 

clustering compared to clustering of original multidimensional space. In this method different clustering method 

can be applied for different subspace. CLIQUE [56], MAFIA [57], ENCLUS , PROCLUS and ORCLUS [58]are 

the examples of these types of algorithms. 

 

Density Based Clustering Methods 

These methods make clusters around centres of high density areas of subset of selected data. If all sub sets of 

data are located around one point then round, concentric clusters are formed and if the densities of subsets of 

data  are not localized around a centre, but are scattered, then irregular shaped clusters like: S-shaped, C-shaped 

are formed. Data points in dense regions will form a cluster while data points from different clusters will be 

separated by low density regions. Some examples of density based clustering algorithms are DBSCAN (density-

based spatial clustering of applications with noise) [59], AUTOCLASS [60], SNOB[61]), MCLUST[62], EM 

(Expectation-maximization) [63] and OPTICS [64] are some examples of density-based clustering methods. 

  

B. Hierarchical clustering or Connectivity based clustering 

Instead of representing a cluster as round, ovoid, C or S shape, these methods represent clusters in form of a tree 

called as dendrogram [65]. This is hard clustering approach. Agglomerative (bottom-up) and divisive (top-

down) are the two approaches used for hierarchical clustering. Hierarchical clustering methods can be based 

upon single linkage, complete linkage and average linkage. SLINK [66] and CLINK  are the example of bottom-

up approaches, while DIANA (Divisive analysis) [53], AGNES (Agglomerative nesting), UPGMA (Unweighted 

pair group method with arithmetic mean) [67], CLARANS (Clustering large applications based upon 

randomized Search) and MONA [53] are the example of top-down approaches. The major limitation of 

hierarchical clustering is that once a descriptor is included in a cluster, it cannot be included in other clusters of 

hierarchy, hence some improved hierarchical algorithms such as BIRCH (Balanced iterative reducing and 

clustering using hierarchies) [68], CURE (Clustering using representatives) [69], ROCK [70] and 

CHAMELEON [71] were also developed. 

 

C. Model Based Clustering Methods 

These methods cluster the data upon a given mathematical model. ‘Decision Trees’ and ‘Neural Networks’ are 

two most frequently used model based clustering methods. 

Decision Tree (DT)  

Decision trees [72] are used for clustering and classification. DTs follow the ‘hierarchical trees model’ for 

clustering and classification. DT has two components; decision nodes and leaves. Decision nodes are the point 

where data split and leaves are the decision taken at nodes along with some information about decision. DTs are 

easy to built, train, interpret and explain. DTs can classify both categorical and numerical variables, and are able 

to predict high degree of non-linearity in relationship between predictor and response. Being prone to over-

fitting is the main disadvantage of DTs, which can be reduced by using a suitable pruning method. 

COBWEB [73] is one of the best examples of DT based algorithms, used for nominal variables but is not 

suitable for clustering of big data. Other examples of DT based clustering algorithms are CLUSTER/2 [74], 

GALOIS [75], GCF [76], ITERATE [77], LABYRINTH [78], SUBDUE [79], UNIMEM [80] and WITT [81]. 
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Neural Networks or Artificial Neural Network (ANN) 

Artificial Neural Network (also known as universal function approximators) [82] is a network of artificial 

neurons, simulating natural neuron network of brain. Basic unit of an ANN is a perceptron, consisted on input 

and output layers of neurons only.  A perceptron can deal with linear functions only. In order to deal with non-

linear relations a multilayer network consisting of an input layer, hidden layer and output layer is used [83]. In 

an ANN neurons of all layers are connected to each other by neuronal connections called synapses, and like 

human brain, learning is performed by changing the strength of the synaptic connections. Input is received by 

input layer neurons and, weightage (w) and bias (b) related to each input signal is processed in neurons. Input 

neurons calculate both ‘w’ and ‘b’ related to it and, according to the result and a pre-set activation function 

(threshold), it is decided whether the input signal should be fired or activated. After receiving further inputs the 

neuron transmit the information downstream to other connected neurons in a process called ‘forward pass’ and 

at the then information is passed to output layer. The output of test data is compared with output of learning 

model and if there is any error, it is sent backward for error minimization. A perceptron is similar to support 

vector machine (SVM) [84] in dealing with linear function approximation, but in SVM function approximation 

is achieved by use of maximum margin optimization while in ANN it is achieved by incremental learning 

algorithms, like least square error optimization methods. ‘Self-organizing map’ (SOM) [85] is a popular ANN 

algorithm used for vector quantization, feature selections and clustering. Advantages of ANN are that they can 

model functional relationships in a highly nonlinear data. ANN take account of all the features for final decision 

making, a quality which is absent in decision tree. ANN are they cannot work efficiently with multiple target 

categories and provides no information about how a learning model was built, hence work like a black box. 

 

D. Variants of Clustering Methods 

Many variations of clustering methods arising after hybridization, ensemble or modification of existing methods 

have been proposed by different authors for the purpose of specific applications. Due to complexities they can’t 

be categorized in either of the above groups and being discussed under variants of clustering methods 

separately.  

 

Evolutionary approaches and Natural phenomenon based clustering methods   

Evolutionary approaches [86] follow the concept of a natural phenomenon like evolution, pollination, swarming 

of bees, pollination of flowers, movement of ants etc. In evolution, many genotypes (attributes) are present in 

natural population (dataset), during their life time many random mutations and recombinations take place in 

genotype of a natural population. All these mutations and recombinations affect the fitness (survival capacity) of 

the natural population and at the end only the fittest one survives for next generation (subset) of population. This 

concept of evolution is adopted in ES (Evolution strategies) [87], EP (Evolutionary programming) [88], GA 

(Genetic algorithms) [89] algorithms. Besides some algorithms works on natural phenomena of living being, 

PSO (Particle swarm optimization) [90] is based on bees swarming or natural Brownian movement of particles 

in space, ACO (Ant colony optimization) is based on movement of ants in tunnel [91], FPA (Flower pollination 

algorithm) and its variations [92] are based on pollination. PSO, ACO, CFPA and SMO (Spider monkey 

algorithms) [93]; are some other popular ‘evolutionary approaches’ based algorithms. All these approaches use 

parallel stochastic search techniques. SA (Simulated annealing) based algorithms is a mixed ‘sequential and 

parallel’ stochastic search technique [94], designed to avoid bad solution and focus on the solutions which 

correspond to local optima of the objective functions. 

Collaborative Fuzzy Clustering 

Collaborative fuzzy clustering [95] is a robust clustering algorithm, capable of processing very large datasets, 

which are distributed on several sites like data from different databases. Main feature of CFC is the ability of 

processing data from different sources together and revealing the common structures which are present in more 

than on databases or datasets. CFC engages separate clustering algorithms for each datasets, which collaborate 

with each other to find the common structures in those datasets. All clustering algorithms performing under CFC 

establish communication link with each other and form partition matrices. These partition matrices are formed at 

the level of fuzzy groups instead of actual groups present in databases. There are mainly two forms of 

collaborative clustering; horizontal and vertical collaborative clustering [96]. In horizontal collaborative 

clustering, same database is split into different subsets of features, each subset having all patterns in the 

database. This type of clustering has been applied for Mamdani type fuzzy inference system [97], which is used 

to find association between datasets. In vertical collaborative clustering, database is divided into subsets of 

patterns such that each pattern of any subset has all features. Other than structure understandings CFC is also 

used to find security issues. 

Graph (Theoretic) Clustering:  

Graph-theoretical clustering methods [98] are robust in finding the difference. These algorithms consider each 

data as nodes (vertices) in a graph space and each node is separated from other at a fixed or varying distance. A 
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complete graph is drawn by connecting each node with all its neighbouring nodes by means of edges. Graph 

theoretical clustering is process of making groups of nodes taking into consideration that there should be 

maximum possible nodes with each cluster leaving as minimum possible nodes outside the clusters or 

unclustered. A well-known graph-theoretic algorithm is based on the MST (Minimal spanning tree) [99]. 

Spectral Clustering, proposed by Donath and Hoffman [100], is an emerging technique under graph clustering 

which uses eigenvectors of matrices derived from the data. 

 

 

V. CLASSIFICATION: 

Classification categorizes all the features of a datasets into mostly two (yes/no) or more (three to five like, yes/ 

may be yes/ no) categories, unlike fuzzy clustering it doesn’t keep an attribute into mare than one cluster [101]. 

Different data classification algorithms are divided into three types [102], characteristic of each of them are as 

follows: 

 

A.  Discriminant or Discriminator Analysis 

This type of analysis finds a clear discriminating feature amongst the given features for classification. Linear 

and Quadratic are the two main types of discriminant analysis used for classification. 

Linear Discriminant Analysis (LDA)  

Linear Discriminant Analysis (LDA) [103] is a method of classification as well as dimensionality reduction in 

which all the discriminating features of a class are considered and preserved. It separates two or more classes by 

straight lines. The feature of preserving the discriminating features of the classes make it superior to PCA [104] 

in which few discriminating features of classes are lost. LDA is used when the dataset to be classified has 

multiple variables and each variable is to be studied independently from each other. In addition, variables must 

be distinctly categorized as independent (predictors) and one dependent (criteria) variable. All independent 

variables in LDA must be normally distributed and measured as continuous values. If independent variables are 

measured categorically then instead of LDA, ‘linear correspondence analysis’ (LCA) is used. LDA combines 

two or more independent variable and forms a new linear variable, which is used further for classification. This 

resulting combination of variables is further used for reduction of dimensionality and computational 

complexities. Fisher’s Linear Discriminant analysis [105] is one of the popular LDA algorithms used for 

dimensionality reduction and classification. Advantage of LDA is that it performs classification and 

dimensionality reduction at same time. Disadvantages of LDA are that it can’t be used for unsupervised data and 

if independent variables are not normally distributed. 

Quadratic Discriminant analysis (QDA)  

Quadratic discriminant analysis (QDA) [106] separates two or more classes of response by a quadric surface 

(curved lines), instead of a straight lines of LDA. Unlike LDA, covariance of each class is different in QDA and 

must be measured separately. It is particularly useful when covariance of each class is distinct and already 

known. Due to estimation of separate covariance for each class, QDA has greater number of effective parameter 

for classification than LDA. A disadvantage of QDA is that it cannot be used as a dimensionality reduction 

technique and it must be used with care when the feature space is large. A discriminant method that compromise 

between LDA and QDA is Regularized Discriminant Analysis (RDA) [107]. In RDA coordinate axes are rotated 

in such a way to maximize inter-class and intra-class variance among the classes. 

 

B. Probabilistic methods: 
These methods categorized the features on the basis of their probability of keeping to a particular class. These 

methods are divided into following subtypes:  

Logistic Regression 

When the response of a feature is measured as numerical (quantitative) data then logistic regression is used 

[108]. Amongst other type of regression, this is the only type of regression used for classification. Linear 

regression methods are one to one interaction prediction methods. These methods model the linear relationship 

between independent variable (predictor) and dependent variables (criteria), to predict the value of response 

after change in value of predictor. Logistic regression methods are used to model nonlinear relationship when 

there are more than one predictors (X1,X2,X3…….Xn) and insert their combined effect on one (Y). Logistic 

regression has wide application in market research to predict the customer’s choice, which is usually dependent 

upon many factors of products (like quality, pack size, use and cost, etc.), Cancer microarray data is also same 

type of datasets where final effect (cancer) depends upon combined outcome of many attributes (genes). 

Logistic regression calculates the results based on probabilities of the logistic curve rather than normal (bell 

shaped) curve, and does not require homogeneity of variance. It works well with numerical and categorical 

variables, both. But it can’t predict the interrelationship among different predictors because it assumes that 

predictors are independent to each other, which is possible in DT and ANN.  
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Naive-Bayesian Classifiers  

Classification of big-data can be performed using statistical methods or computer based machine learning 

approaches, both of which demands much time and computational cost for data with high dimensionality. In 

addition, these approaches focus on one attribute at a time for classification. Bayes proposed a method that 

follow human thinking pattern (use feature similarities or previous decisions) to classify multidimensional data. 

The drawback of Bayesian prediction is that no two human thinks in the same way, hence they would classify 

the same data in different ways. Naïve Bayesian classifiers (NBCs) [109] overcome this limitation and use two 

common assumptions for classification of any datasets. First assumption follows Fisher’s approach, which 

considers the similarity of a predictor of the dataset with others. Second assumption follows Bayesian approach 

which consider the previous history (decision) of classification used for similar kind of data. NBCs deal one 

attribute (dimension) at a time and classify a new attribute based on ‘joint posterior probability’, which is the 

sum of ‘prior probability’ and ‘likelihood’. They consider classification is process of judgment call. Both the 

approaches are combined in NBCs because shedding either of approach could not provide a suitable 

classification of multidimensional data. Advantages of NBCs are that they are suitable for large number of 

variables, fast to be trained and give results consequently. NBCs are insensitive to unimportant variables.  Main 

disadvantage of NBCs is that like logistic regression they also cannot be predicted interaction among different 

variables. 

  

C.  Model based classifiers  

Support Vector Machines (SVM) 

SVM is a distance based classification method. It is a non-probabilistic binary linear classifier, which separates 

the given data in two distinct binary classes separated from each other by a clear gap, using its internal learning 

algorithms. SVM algorithms use labelled training data (supervised learning), to give output in form of an 

optimal hyper-plane which categorizes new examples on either of its side. Hyper-plane divides the data into two 

distinct classes where one class in on one side and other on second side of line. In two dimensional spaces this 

hyper-plane is a line, while in three dimensional spaces it is a plane surface [110]. SVM classifiers are good for 

labelled data, but also suitable for unlabelled categorical data too. SVM classifiers and NBCs incorporates 

wrapper FS with them. 

k-Nearest-Neighbours (k-NN or KNN) Classifiers 

Nearest Neighbour methods are non-parametric learning algorithms, which don’t need any prior assumption 

about distribution of data from where the training datasets are drawn. Training of both positive and negative 

attributes is involved in them. After training model building, new instances are classified by calculating the 

distance to the nearest training case called neighbour and the sign of that point then determines the classification 

of the sample. k-NN classifier [109] algorithms requires finite number (k) of neighbours for classifying a test 

sample. k can be equal to or lesser than the number of feature present in training dataset. If k-value is high it 

eliminates the noise of data but increases the computational complexity, while a smaller k-value increase the 

effect of noise.  

Advantages of k-NN are that it is easy to implement and give good results if feature are weighted 

proportionately. Limitations of k-NN include high sensitivity to irrelevant parameters and drastic negative 

impact on classification accuracy if outliers or irrelevant variables, having undue weightage are included in 

classification. In addition, k-NN is slow if training set has many examples. 

Decision tree (DT) 

Basic feature of DT are given in section IV. E. For classification, DT follow ‘divide-and-conquer’ algorithm and 

being a supervised method used a training data set for further to classification of data. There are two main types 

of DT: Classification trees and Regression trees. In classification trees the decision variables are categorical 

(discrete) and such trees are built through binary recursive partitioning. An iterative process of splitting the data 

into partitions and then splitting it further at each of the nodes, till are the features are exhausted, is used to build 

classification trees. In regression tress decision variables are continuous in nature. DT are not suitable for 

classification of datasets with multiple classes. Classification and regression trees (CART) [111], GALOIS, 

GCF, ITERATE, LABYRINTH, SUBDUE, UNIMEM and WITT are some example of DT based algorithms. 

 

Random forest (RF) 

RF classifier [112] is a supervised ensemble learning algorithm, which combines more than one algorithms of 

same or different kind for classification. A RF is a meta-classification approach that fits a number of sub 

classifiers (DTs) on various subsets of a dataset and average from each DT is used to improve the accuracy of 

classification. RF is a model made up of many DTs and is easiest and the most flexible algorithm for 

classification. It makes DTs from randomly selected datasets and over-fit many DTs to make forest. Prediction 

about best feature class is calculated from each DTs and the best solution (class) among all them is selected on 

the basis of voting from each DTs. RFs. Boruta algorithm [113], an algorithm for selecting important feature 
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works on RFs. Advantages of RFs are that they reduce the over-fitting and variance, thus improves accuracy. 

RFs run efficiently or large databases and can handle thousand of variables in data without deleting any 

variables thus gives equal importance to all the variables. RFs can be used to predict missing data accurately and 

don’t need a separate test for error estimation. Disadvantages of RF are that they require high computational 

power and resources, and longer time for training and processing. Furthermore RF is like a black box where 

programmer has no control over internal working of model. 

Artificial Neural Networks (ANN) 

Besides clustering of unsupervised data, ANN is also used for classification of supervised data [114]. Details of 

ANN are described earlier in section IV.F. 

 

D.  Variants of Classification Algorithms 

Learning vector quantization (LVQ) 

Neural networks are the best machine learning methods to deal with very complex data, but they require big 

datasets, lot of computational power and much processing time. When data size is complex but small and 

limited computational power is available, simple and intuitive machine learning methods like LVQ [115] can be 

used for classification. LVQ is a non-parametric method which support both binary and multiclass classification 

problems and works on a competitive (winner-take-all, Hebbian learning-based approach) learning strategy. It is 

a process of classifying the patterns where each output unit represents a class. In LVQ a primary random pool of 

vectors is prepared which are then applied for training of model. LVQ are it is simple, intuitive, and easy to 

implement while still yielding decent performance. SOM [116] algorithm that is a similar algorithm to LVQ but 

for unsupervised learning. Advantages of LVQ over ANN are that unlike ANN LVQ is not a black box and we 

can learn how the learning instances look like. LVQ is a baseline technique that was defined with a few variants 

LVQ1, LVQ2, LVQ2.1, LVQ3, OLVQ1, and OLVQ3 as well as many third-party extensions and refinements 

too numerous to list. Disadvantages of LVQ are that the learning rate is typically linearly decayed over the 

training period from an initial value to close to zero. The more complex the class distribution, the more 

codebook vectors that will be required, some problems may need thousands.  

CHAID(Chi-square automatic interaction detector) 

When a categorical response has multiple outcomes instead of binary, then CHAID [117] is used for multi-way 

splits from a single parent node, instead of CART. CHAID makes many multi-way frequency tables and that’s 

why very useful for market researches and for classification of data having multiple outcomes of response. 

CHAID is a good algorithm for initial steps of classification owe to being fast. It builds wide DTs for better 

representation of data. Disadvantage of CHAID is that it requires big data volume to get dependable results 

because it treats the data into fragments. Second disadvantage of CHAID it that instead of building binary tree it 

make irregular shaped trees which looks unrealistic and some time not have pleasant appearance. 

VI. APPLICATION OF BIG DATA MINING 

Applications of big-data are not limited to the field of computer science, communication science, information 

sciences only. It is a multidisciplinary science, which is mainly used for network and communication, 

networking, network security. Besides the other fields where big-data mining is very useful are medical science, 

basic and applied researches in science and biology, climate change, library science and management, 

marketing, finance business and crime data analysis etc. These many areas where big-data mining is used are 

briefly described below. 

A. Basic computer science research: 

All the applied aspects of computer science such as developing softwares, algorithms, customized package for 

customers etc require application of various aspects of big-data mining. Without applying big-data mining 

methods, applied computer science researches would be compromised. 

B. Information and communication technology 

Present age is also known as the age of Information and technology. Managing of huge number of 

transmissions, building LAN, MAN, WAN etc, their proper functioning and protection from viruses and other 

spyware need a thorough understanding and application of big-data mining technologies. 

C. Biological Science: 

Large volume of gene, protein sequence, image data, mass spectrometry data, genomics, proteomics data, wet 

laboratory data, pharmacological data and clinical trial data are the various types of biological data generated on 

daily basis. Biomarkers, drug targets, new drug discovery etc are made possible by use of computer science and 

data mining technologies. Genomics, proteomics, next generation sequencing, bioinformatics, real-time PCR, 
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microarray are some area where high dimensional and high volume data is generated. Microarray data is 

multidimensional data consisting of rows and columns, which all together makes 1000s of data instances 

together. Microarray is used to study the simultaneous expression of 1000s of genes together from different 

biological samples. These sample can be disease Vs normal, samples from different developmental stage etc., 

depending upon which the microarray data can be clinical or non clinical. Comparison of gene expression 

profile and its data mining using various data mining algorithms helps in identification of disease biomarkers, 

disease/development related gene networks etc. K-mean, Genetic algorithms, ANN[114], DT [118], RF [119], 

SVM [110] are the few common algorithms used for study of microarray data. 

D. Environmental Science: 

Environment is a vast term that includes everything surrounding us.   Impact of environment on life forms, 

especially on human life, are vice-versa, favorable environment support the growth of life forms while positive 

and negative activities of human affects the environment in same way.  Although researches in environmental 

science and climate are going on for a long time, use of computer science in these areas has stated for almost 

two decades. At present vast data related to status and conservation of forest, water and other natural resources, 

status of green house gases, pollutions, rainfall, etc is being generated, which requires big-data analytics for its 

proper study. Salih et al [120] used data mining for prediction of sediment being carried by river. Their study 

was focused on effect of sediment deposition on big dams and reservoirs, and devising new machines to 

alleviate this problem. Ma et al [121] and Lin and Xiao [122] studied global water system and marine water 

system respectively for forecasting the change in these ecosystems. Both group argued that proper forecasting 

will help in future management of national aquatic resources. Su et al [123] showed the use of big data mining 

for study of global carbon emission pattern and climate change. They advocated that in future data mining based 

modelling and studies must be adopted for indept studies of climate change data. Urban planning is an important 

parameter for environment protection of a city. Cao et al [124] highlighted importance of big data analysis for 

dealing with problem of traffic, noise pollution, garbage treatment and other problems of city to make it smart 

city. Works by Song et al  [125] and Faghmous and Kumar [126] discussed various theoretical and practical 

aspects of big data analytics for evaluation of environment performance. Use of data mining for agricultural data 

[127], ground water data [128], for geospatial and climate change data [129] and spatial data [130] are the 

example of application of data mining in various field of climate change and environment. 

E. Finance and Market Analysis: 

Finance, business, banking and marketing are the area, where big data analytics is very much useful. What a 

person, like to purchase, what are his/her earnings, expenditure and savings etc seems very small data at 

individual level. But then the data from a population is combined it becomes a huge, multidimensional data. 

Financial status, trend of purchasing, market investment, prediction of investment and gain, prediction of share 

market, customer buying behaviour and profitability, are the few example where very important information are 

obtained using data mining.  

A detailed analysis of market analysis of 1034 publications from 2015-19 was performed by Lopez et al [131]. 

Another text mining study was performed by Pejic et al [132] to study the various aspects of  Big Data Analysis 

in Financial Sector. A book ‘Data Management, Analytics and Innovation” by Yafooz et al [133] explain 

thoroughly about big data analytics for business and marketing. Use of Expectation-Maximization (EM) and K-

Means++ clustering algorithms on consumer buying behavior was studied by Yoseph et al [134], and based on 

their outcome they devised a method which increase sales growth rate from 5% to 9%. Hasan et al [135] 

reviewed the effect of big data studies on finance and revealed its significantly positive effect. Wright et al [136] 

also advocated the use of data mining in business to business B2B marketing. Nakagawa et al [137] use k- 

medoids clustering for predicting the trend of stock market. They used dynamic time warping with k-medoids in 

their work. 

F. Library management: 

Libraries are the place where thousands of books are kept, so that user can read the book of their interest. 

Traditionally, libraries contain hard copy of reading materials (books, novels, newspapers, journals etc), but in 

modern world libraries are also being digitalized. Digitization of reading material is creating a lot of data in 

electronic form. This digital would have not additional advantages over its hard form of data until it could not be 

accessed by users easily. In addition the digitized material can be transported in any part of globe easily via 

internet. Be it digital or traditional form of library, both need special data mining softwares to their 

management. Use of data mining for better library management and services to the readers was described by 

Ball [138]. Process of bibliomining process, with emphasis on data warehousing and privacy was describe in the 
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work by Nicholson  [139]. Benefits of data mining for library science were mentioned by Jie [140]. Use of 

collaborative fuzzy clustering for University library management was demonstrated by Liu [141]. A case study 

of data mining in analysis of fund raising response, sent to the library user by library were done by Dole and 

Hill [142]. Review published by Li et al [143] highlights the technical problems of digital library and use of data 

mining is library services. Kubek [144] in his book on ‘Centroid-Based Library Management and Document 

Clustering’ described the application of hierarchic and centroid-based document management algorithms in 

library management. 

G. Population data analysis: 

Census data is an important data for planning development and welfare plants by governments. Census data is 

huge data and use of computational methods is becoming useful for deeper understanding of computational data. 

Jagtap [145] used WEKA tool for study of district level census, socio-economic and population related other 

data for knowledge discovery. Use of data mining for better e-Governance has been shown by  Gupta et al. 

[118]. In which they showed that various administrative procedure for transport, municipal records, education, 

healthcare, ports and shipping, disaster management, crime and criminal tracking system and public distribution 

system have been made faster and smoother with use of data mining technologies.  

H. Crime analysis: 

Crime is negative aspect of a society. An ideal society is considered to be free from all sort of crime and 

criminals. Generally a crime is identified only after it has occurred and society has no mean to prevent it, all it 

can do is to catch the culprit and punish it after investigation. Most of the time the investigation also proves to 

be very complicated. Hence for a better society we need to develop the methods which would assist in 

accelerated investigations of crimes and prevention of crimes before it happens. Use of data mining and 

analytics could be very useful in crime investigation and prevention. A book by McCue [146] explained the use 

of data mining methods for crime analysis and prevention. Works by Chauhan and Sehgal [147], Bodare et al 

[148] and Vijayrani et al. [149] describe various algorithms and data mining methods used for crime analysis. 

Zhao and Tang [150] used data mining for urban crime analysis for proper safety, security and development of 

cities. Cyber crime is a new trend which is spreading with development of information technologies and 

digitalization. Ganesan and Mavilvahana [151] and Farsi et al [8] showed the use of data mining for cyber crime 

analysis. Lavanyaa and Akila [152] worked on crime against women at Tamilnadu and suggested a 

methodology for the same. Feng et al [153] used k-mean clustering and Naïve-Bayesian approach for study of 

criminal data collected from San Francisco, Chicago and Philadelphia. Use of k-mean clustering [154], Fuzzy 

C-mean [155], Formal Concept Analysis [156], Graph model [157] and ARIMA model[158] are example of few 

algorithms used for crime data analysis. 

VII. CONCLUSION:  

A  survey  of  methods  used  during  2019-20  for  microarray  data  mining  indicates  that  all  the available  

FS,  clustering  and  classification  algorithms  have  their  inherent  advantages  and limitations.  Hence  for  

better  results  (for  example  prediction  of  disease  biomarkers)  multiple methods could be ensemble together, 

but this increases the computational cost and time. Another method to improve accuracy, reduce computational 

complexities and processing time could be minor or major modification of existing algorithms, and use of that 

modified algorithms for data mining.  The  altogether  different  approach  could  be  hybridization  of  

algorithms  or  hybrid methods.  Various  hybrid  algorithms;  hybrid  Evolutionary  algorithms,  hybrid  

wrappers,  hybrid filters were noticed in our survey; hence hybrid or modified methods could be a good choice. I 

has been proved that FS increases accuracy of classification and clustering, both, hence any of the  suitable  FS  

must  be  used  inevitably.  Computational  scientists  have  also  good  scope  for developing  new  algorithms  

requiring  less  computational  complexities  and  processing  time. Because  of  increasing  health  issues  

(cancer,  diabetes,  etc.)  and  improvement  of  microarray technologies, a huge amount of microarray data is 

being generated world-wide and a biologist is unable  to  process  that  data.  Hence  better,  faster  and  accurate  

data  mining  algorithms  are  still required. 

VIII. FUTURE SCOPE 

According to www.forbes.com a 2.5 quintillion of data was being produced per day in 2018 and according to the 

website https://seedscientific.com/ 44 zettabytes of data is estimated to exist in digital universe at the beginning 

of 2020. This high volume of data require quick and accurate processing to extract useful information out of it. 

Delay in information extraction from data would delay the policy decision that could not be taken without 

http://www.forbes.com/
https://seedscientific.com/
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proper data analysis; hence big-data mining technologies would have a huge demand in coming feature 

irrespective of the areas. 
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